Introduction

« Dunng the 2021-22 basketball season, Auburn University became a

basketball school. Aubum Men s Basketball reached #1 in the AP poll
for the first fime 1n history.

They also had a winning streak of 19 games until Arkansas broke it after
going into overfime. Bruce Pearl brought more pride and wisdom to the
community than ever before.

There are multiple factors that contribute to successes and challenges
duning these games. In this project, we dive into teams i which Auburn

has plaved under Bruce Pearl's leadership.

We want to explore the vaniables that contribute to the success of
Auburn basketball. This will benefit Bruce Pearl and lis players to
pinpoint strong and weak areas in the program. Adjusting tramming in
said areas will maximize Aubum s strength and improve performance as
well as winnings.

The data we chose to use are games Auburn has played dunng seasons
2014-2019 under Bruce Pearl's coaching. We are using teams in the

SEC as well as some other teams Auburn has played in the Big 12 and
other conferences for a total of 194 games.

Our objective 1s to find vanables that have the biggest impact on
whether Auburn's Men's Basketball team wins or loses.

Data

We decided to have a total of 9 variables.

Of the wvanables listed below. Total Score Differenfial 15 our Y
variable, with all other variables being our X variables.

Variable Name | Variable Defination Variable Type
Free Throws Free throws are kmown as an unguanded sconing attempd that a Eatio
Perceminge redferce awanis & baskethall plaver after an apposing team

member commids a foul agamst them. Percentage are thase made

divided by total shots atiempied.
Free Throes FTA 15 the total naamber of tmes a feam s given the chance to Fatio

Atternpbed (FTA] | make a free throw

Froe Throws Made | FTM 15 the nusbser of times a team has successfially made a free | Ratlo

(1) thigw sttempl

Tumowers Enown s the nmber of times the offensive ieam loses the Ratic
possessaon of the ball without shootmg and sconng.

Total Score Knowam as the amsount scored and amount given up. The location | Interval

Dvifferential and yar coukd answer whether or not tbe atmospheore changes
beam perfrmance.

Assials Konown a3 th last pass 1o & leammate when it directly kads o a | Ratio
bkt

Ribosumds Known &8 gaming possesaion of the ball following a missed feld | Ratlo
2oal anempl.

Blocks Kmnivan & the cvent in which a player makes contact wilh an Fatio
oppoaition s shol amenpt resuliing in a missed sbol

Location Where the game 18 plaved. Specifically bere this means Auburn | Csleponcal
ard Tuscaloosa or Home and Avway, respectfdly.,

rthods

e began with taking the raw NCAA data from the Excel sheets given,
d then filtered games and statistics that we needed to keep into a new
2et. We then generated graphs fo find compansons between variables.

our methods, we are using Linear Regression and Decision Tree.
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« In this project, we will expennment with the score differential, our Y
vanable. Python 15 our focus when coding and computing the results for

the models, but we also be using some E-5tudio.

« We made the decision to keep any outliers since there were very few
and there will always be some random moments throughout seasons.

«  Shown below 1s our method flowchart
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Cross-Validation and Descriptive Analysis:

*  QOur data was divaided 70 vs 30 for trammng and testing, respectively.

« This was done pnimarily due to data constraints since each vanable

needs at least 5-10 data pomnts. We used the same code that we used
from developing our models.

Im [37]: W import pandss as pd
from sklearn.model selection import train_test_split
from sklearn.lingsr_nedal import LirmsrRegressdon
BBall = pd.read_cev(“all Pearl®s Games.csv')

In [33]: N #split detosets 7838
from sklearn.model selection import train test_split
x_namgs = [“FTH", "Rebounds™, “Asgists®, "Blaocks”, "Turncvers”]
X = BBall[x_names)
¥ » BEall["Point Difference”)
X_train, X _test, v _train, y_test = train_test_split)
[X,¥, train_gize = 8.7, random_state = 16)
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Above 15 the heat map we used to look at correlations between each of

our vanables. As we explored 1t, we learned that rebounds and assists

are the most significant. Therefore. Auburn needs to focus on these
areas.

Modeling Results

Importance Chart:

« This Chart 1s a Feature importance chart. which shows how significant

the X wvanables are at accurately predicting the Y wvalue (Score
Differential).

In this model. Assists are shown to be the most important vaniable given
the high importance score followed by rebounds.

* On the other hand. Turnovers and Field Goals Attempted had no impact
on score differential. The remainder of vaniables had very little impact.
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Regression Decision Tree Model:

« Pictured below 1s the decision tree model. In a regression decision free
model, each node contains an X vanable and a greater than or equal
statement for a variable. Dependmg on if 1t 1s true or false yvou will

navigate to that respected node

«  The first node 15 called a root node, which contains the most significant

X vwvarnable. Each node that branches off to more nodes are called
decision nodes.

+ Leaf nodes are the end predictions for the model based on the test data
the model 15 fed. In these leaf nodes the value describes the predicted
point differential (a positive value 15 an Aubum win, and a negative one
15 a loss).

Then samples mean how many times in the traimmng set the predicted
values were observed. MSE 15 an estimate of how much error is
observed in the model.
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Introduction
•During  the  2021-22  basketball  season,  Auburn  University  became  a basketball school. Auburn Men’s Basketball reached #1 in the AP poll for the first time in history.
•They also had a winning streak of 19 games until Arkansas broke it after going into overtime. Bruce Pearl brought more pride and wisdom to the community than ever before.
•There  are  multiple  factors  that  contribute  to  successes  and  challenges during these games. In this project, we dive into teams in which Auburn has played under Bruce Pearl’s leadership.
•We  want  to  explore  the  variables  that  contribute  to  the  success  of Auburn  basketball. This  will  benefit  Bruce  Pearl  and  his  players  to pinpoint  strong  and  weak  areas  in  the  program.  Adjusting  training  in said areas will maximize Auburn’s strength and improve performance as well as winnings.
•The data we chose to use are games Auburn has played during seasons 2014-2019 under  Bruce  Pearl’s  coaching.  We  are  using  teams  in  the SEC as well as some other teams Auburn has played in the Big 12 and other conferences for a total of 194 games.
•Our  objective  is  to  find  variables  that  have  the  biggest  impact  on whether Auburn's Men's Basketball team wins or loses.

Data
•We decided to have a total of 9 variables: Free throws percentage, free throws attempted (FTA), free throws made (FTM), turnovers, total score differential, assists, rebounds, blocks, location.
•Of  the  variables  listed  in the table,  Total  Score  Differential  is  our  Y variable, with all other variables including free throws percentage, attempted and made, turnovers, assists, rebounds, blocks and location being our X variables.

Methods
•We began with taking the raw NCAA data from the Excel sheets given, and then filtered games and statistics that we needed to keep into a new sheet. We then generated graphs to find comparisons between variables.
•For our methods, we are using Linear Regression and Decision Tree.

•We began with taking the raw NCAA data from the Excel sheets given, and then filtered games and statistics that we needed to keep into a new sheet. We then generated graphs to find comparisons between variables.
•For our methods, we are using Linear Regression and Decision Tree.
•In  this  project,  we  will  experiment  with  the  score  differential,  our  Y variable. Python is our focus when coding and computing the results for the models, but we also be using some R-Studio.
•We made the decision to keep any outliers  since there were very few and there will always be some random moments throughout seasons.
Shown below is our method flowchart which starts with converting XML files to CSV format followed by data filtering. The analysis is conducted using Python and R programing. 

Cross-Validation and Descriptive Analysis:
•Our data was divided 70 vs 30 for training and testing, respectively.
•This  was  done  primarily  due  to  data  constraints  since  each  variable needs  at  least  5-10  data  points.  We  used  the  same  code  that  we  used from developing our models.
Above is the heat map we used to look at correlations between each of our variables. As we explored it, we learned that rebounds and assists are  the  most  significant.  Therefore,  Auburn  needs  to  focus  on  these areas.

Modeling Results
Importance Chart:
•This Chart is a Feature importance chart, which shows how significant the  X  variables  are  at  accurately  predicting  the  Y  value  (Score Differential).
•In this model, Assists are shown to be the most important variable given the high importance score followed by rebounds.
•On the other hand, Turnovers and Field Goals Attempted had no impact on score differential. The remainder of variables had very little impact.
Regression Decision Tree Model:
•Pictured below is the decision tree model. In a regression decision tree model,  each  node  contains  an  X  variable  and  a  greater  than  or  equal statement  for  a  variable.  Depending  on  if  it  is  true  or  false  you  will navigate to that respected node
•The first node is called a root node, which contains the most significant X  variable. Each  node  that  branches  off  to  more  nodes  are  called decision nodes.
•Leaf nodes are the end predictions for the model based on the test data the model is fed. In these leaf nodes the value describes the predicted point differential (a positive value is an Auburn win, and a negative one is a loss).
•Then  samples  mean  how many  times  in  the  training  set  the  predicted values  were  observed. MSE  is  an  estimate  of  how  much  error  is observed in the model.
More Modeling Results
•According to the linear regressions below, rebounds and assists are the most significant. The correlation is moderately high in both.
•R-squared is relatively high at 0.494 along with the f-statistic of 61.93. Therefore, these variables are proven to be statistically significant to the success of Auburn’s performance.

Conclusions & Implications
•Given our research, the most important continuous variables are assists and rebounds.
•This  is  true  in  both  our  importance  chart  and  within  the  regression decision  tree.  Assists  and  rebounds  are  also  shown  to  have  the  best correlation in our heatmap as well.
In conclusion, the variables that are the most statistically significant are assists and rebounds, respectively.
•Bruce Pearl and his Auburn basketball players should continue to focus on  these  two  areas  because  of  their  significance  in  Auburn’s  score differential.
•In addition, Bruce should try improving on the rest of the variables to increase the team’s overall performance during games.
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PROBLEM STATEMENT METHODS CLASSIFICATION MODELS’ RESULTS

The scope of our problem can be widened to the
various trends and associations that a coach may For our final report, we decided to conclude our project by using the following models: decision tree, and

have in leading their team to success. We are SVC (support-vector classifier) machine, and logistic regression. To conceptually understand, we chose trend analysis on season and non-season
going to compare, in two sections, the various the following models because of the below reasons:

basketball games from Barbee versus Pearl.
coaches' historical basketball game data at Auburn J

University. Our problem can be narrowed down to: Decision tree Model: _

Does a basketball team’s performance o Easily understood and interpreted 0 2011 2014 | Tony Barbee
reshape based on new coaches? o Handles many numerical and categorical variables for multi-output problems 1 2015 2019/ Bruce Pearl

o Little data preparation for predicting logarithmic data
PROJECT FLOW CHART SVC Machine: PTEP P 9709 he graph below depicts the feature importance

of our analysis during our research. In summary,
this technique allows us to understand the score
of our input features. We were able to determine
the process of our trend analysis based on these
results.

The table below illustrates the data that we chose
to research for this problem. We decided to do

o Efficient memory space (dealing with large amounts of data)
o Clear margins between Coach Barbee and Pearl
o Effective with high dimensional spaces
Logistic Regression:
o Easily implemented and evaluated

o Very trainable with a high number of observations (265 total)
Conversion in 03 -

Python

FLOWCHART

NCAA RAW DATA

04

0.2 -

METHOD EVALUATION

0.1 -

Our code was set up to use 80% of our data for training and the other 20% for testing. We also made a 0.0 -
file robust process by rerunning the seed ten different times. Following, we calculated the average result.

Each boxplot below represents the summary statistics of each model in terms of Sensitivity, Accuracy, 01 I I
Specificity, and F1 Score. The top percentage is the maximum, the middle percentage is the median, 0.2 -
Dt dataciad by and the lowest relates to the minimum for the range of its respective model’s summary statistic.

coach Sensitivity Accuracy -0.3 - _
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The variables in which had high importance
during our research analysis included: field goal
percentage, three-point percentage, free-throw
percentage, blocks, assists, and steals.

o

Predictive models for each

coach analyzing variables
L ””I“ﬂ

Data Exploration in R - - FINAL CONCLUSION
Language .

Sk | Ve After converting our data, exploring, and
' Specificity 1 ceores creating models, we can ezfnsily detgrmine t.hat
Variable Description . 1 Auburn Basketball is reaching top tier quality
Table 5B upon the NCAA leagues. Furthermore, the
08 models that we chose demonstrate high
l 0.85 statistics in determining our analysis. In that,
0.8 we can conclude that Bruce Pearl had marginally
higher statistics across all variables used in our
problem.

0.95
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The Effect of Individual Coaches
at Auburn University Basketball
 
Problem Statement: The scope of our problem can be widened to the various trends and associations that a coach may have in leading their team to success. We are going to compare, in two sections, the various coaches' historical basketball game data at Auburn University. Our problem can be narrowed down to: Does a basketball team’s performance reshape based on new coaches? 

Project Flowchart
The flowchart presents the steps performed in conducting our analysis. The process starts with NCAA raw data followed by converting it to csv using python. Next, the predictive models are created followed by visualizations and summary statistics.

Methods: For our final report, we decided to conclude our project by using the following models: decision tree, and SVC (support-vector classifier) machine, and logistic regression. To conceptually understand, we chose the following models because of the below reasons:

Decision tree model: Easily understood and interpreted, handles many numerical and categorical variables for multiple-output problems, little data preparation for predicting logarithmic data

SVC machine: efficient memory space (dealing with large amounts of data), clear margins between Coach Barbee and Pearl, effective with high dimensional spaces

Logistic regression: easily implemented and evaluated, very trainable with a high number of observations (265 total)
Method Evaluation: Our code was set up to use 80% of our data for training and the other 20% for testing. We also made a robust process by rerunning the seed ten different times. Following, we calculated the average result. Each boxplot represents the summary statistics of each model in terms of Sensitivity, Accuracy, Specificity, and F1 Score. The top percentage is the maximum, the middle percentage is the median, and the lowest relates to the minimum for the range of its respective model’s summary statistic. 

Whisker chart results�Sensitivity for DT: Lowest 63%, Median 79%, maximum 97%. Sensitivity for SVC: Lowest 82%, Median 90%, maximum 96%. Sensitivity for LR: Lowest 80%, Median 89%, maximum 96%. Accuracy for DT: Lowest 67%, Median 76%, maximum 83%. Accuracy for SVC  Lowest 76%, Median 80%, maximum 93%. Accuracy for LR: Lowest 80%, Median 85%, maximum 93%. Specificity for DT Lowest 65%, Median 70%, maximum 83%. Specificity for SVC Lowest 60%, Median 71%, maximum 92%. Specificity for LR Lowest 71%, Median 80%, maximum 96%. F1 scores for DT Lowest 65%, Median 71%, maximum 83%. F1 scores for SVC Lowest 65%, Median 77%, maximum 92%. F1 scores for LR Lowest 73%, Median 84%, maximum 92%.

Classification Models’ Results: The table below illustrates the data that we chose to research for this problem. We decided to do trend analysis on season and non-season basketball games from Barbee versus Pearl.

The graph the feature importance of our analysis during our research. In summary, this technique allows us to understand the score of our input features. We were able to determine the process of our trend analysis based on these results. 
The variables in which had high importance during our research analysis included: field goal percentage, three-point percentage, free-throw percentage, blocks, assists, and steals.

FINAL CONCLUSION
After converting our data, exploring, and creating models, we can easily determine that Auburn Basketball is reaching top tier quality upon the NCAA leagues. Furthermore, the models that we chose demonstrate high statistics in determining our analysis. In that, we can conclude that Bruce Pearl had marginally higher statistics across all variables used in our problem.
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Introduction & Project Motivation

Basketball at the collegiate level has become increasingly
more competitive over the years. In recent years Auburn
basketball has increased in popularity with our newfound
success. With this Auburn basketball team's recent success
has made it important to our group to see what it is thatis
helping Auburn win basketball games.

As a result, it is important to understand which factors
significantly contribute to the total points scored by a team
during a basketball matchup. Therefore, we have used
statistics from Auburn Men's Basketball games from the 2010-
2019 seasons in order to determine which factors will strongly
influence the score of the team’s next matchup.

Literature Review

N order to have a better understanding of basketball
analytics, we sought to find literature on an already existing
analysis that was comparable to our project scope. We were
able to find two research articles that were relevant to our
work and could be insightful to use as we bean to interpret
the data. The first article is titled "Predicting National
Basketball Association Winners” written by Jasper Lin, Logan
Short, and Vishnu Sundaresan. This article was written by
students at Stanford University as part of their final project. In
this article some helpful takeaways One important point they
reached was the importance of winning and the need for
mMore statistics than a traditional box score. They also founad
that point differential and Win/Loss record were the greatest
oredictors. While this article was predicting NBA games while
we were using NCAA basketball games, we found that they
were similar enough to find this a very helpful article.

The second article is titled "Building an NCAA Men's
Basketball Predictive Model and Quantifying Its Success”
written by Michael J. Lopez and Gregory Matthews of
Skidmore College.

N the first article, "Predicting National Basketball Association
Winners’, these students set out to determine what game
factors are most important when determining the outcome of
a basketball game. This research premise is very relevant to
our project since we are also using box score statistics and
records to predict, rather than looking at individual player
statistics. They used three benchmarks to compare their
mModels’ predictions so that they can establish a scope of how
accurate their models should be. The three benchmarks that
they included are the following: point differential (difference
between a team’s average points per game and average
points allowed per game), win-loss record (the win rate out of
the total amount of games they played), and expert prediction
(could be inflated because experts did not make predictions
on games, they deemed too close to call).

Predicting Auburn Basketball Outcomes

Team 3 - The Minimalists

Variables

Our initial dataset consists of 22 total variables. However, we
have narrowed our variable selection down to 7 independent
variables and 1 dependent variable. We chose to leave out
variables such as total field goals made and total free throws
mMade, as they directly contribute to the overall score of a
basketball game.

Variable Name Variable Description

. Total Points: The total number of points scored by the team through
P field goals and free throws (Dependent Variable)
Assists: Total number of assists by each team. An assist is successful when a teammate

ast
passes the ball to another player, resulting in a scored field goal.

Blocks: In order to keep the opposing team from scoring, a defensive player might try to
blk block an attempted field goal. If they are successful and the field goal is not scored, this is
recorded in the dataset under the variable “blk”.

Steals: A steal occurs when a defensive player forces the offense to turn the ball over by
snatching or swatting the ball away. This variable is listed as “stl” in the dataset.

stl

Offensive Rebounds: When a player on offense recovers the ball after a field goal
oreb attempt, this is known as an offensive rebound. The variable “oreb” corresponds to the
total number of offensive rebounds by a team.

Defensive Rebounds: When a player on defense recovers the ball after the opposing team
dreb attempts a field goal, this is known as a defensive rebound. The variable “dreb” represents
the total number of defensive rebounds by a team.

Personal Fouls: The number of personal fouls committed by a team. These fouls usually
occur due to illegal physical contact with an opposing player.

Turnovers: A turnover is when a team loses possession of the ball to the other team
before they are able to make a field goal attempt. By forcing multiple turnovers, the
opposing team will not be able to score as often. Turnovers are recorded as “to” in our
dataset.

to

Methodology

N order to begin the analysis, the first step we had to take was
parsing the XML files and converting them to CSV files. We did
this by using the program Python.

Once this was finished, we created scatterplots to show the
relationship between our independent variables and the total
point differentials.

Total Points vs. Assists

Total Points vs. Steals

00000

After creating these scatterplots,
our next step was to determine
which models to run. We decided
o : 0 to choose a linear regression
S o | model, a stepwise backwards

5 ) . . " regression model, a regression
tree model, and a random forest model. Linear regression
mModels explain the relationship between one dependent
variable and a set of explanatory variables. Regression Tree
Models are easy to understand and fairly accurate when it
comes to predictions. Lastly, random forest models are used to
help increase the accuracy of a regression tree model.

o a
o
(o] 8 (s} o
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Descriptive Analysis & Modeling

Random Forest RMSE: 11.5735  Rp_gquared 0.5075174510144699
Random Forest MAE: 9.3524

Descriptive Analysis & Modeling

The first model that we conducted was a linear regression
model. Regarding this model, we used the total points
differential as the dependent variable. Our independent
variables consisted of assists, blocks, steals, offensive
repounds, defensive rebounds, personal fouls and turnovers.
The output from our model results are provided below.

The results shown above are the results generated
from our random forest model. Similarly to the
regression tree model, these results are not what we
expected Once again, the RMSE and MAE are
incredibly high. However, the RA2 of 0.50 is

Coefficients:
Estimate Std. Error t value Pr(>ltl)
(Intercept) -29.9825 11.0472 -2.714 0.009389 **

blk 0.6022  ©.8294 ©.726 0.471571 significantly petter than the RA2 from the regression
ast 1.5309 0.4283 3.574 @.000853 ***

dreb 0.0312 0.4381 1.441 0.156603 tree rTWCDCjEE ’

stl 0.3078 ©0.5502 ©.559 0.578600

oreb -0.2658 0.3422 -0.777 0.441325 . e e .

o 05510 D 3689 1494 0 142234 Overall, our best fit model was our initial linear

regression model. However, we had problems with all
>ignif. codes: @ TR 0.001 "Y1 0.01 71 0.65 7.7 0.1 7 T of our models. We though that adding more data
OOINts to our initial dataset and converting total
DoINts to total point differential would fix these
oroblems, but we were still left with unexplainably
Nnigh RMSE and MAE values.

Residual standard error: 10.51 on 45 degrees of freedom
Multiple R-squared: 0.4063, Adjusted R-squared: 0.3272
F-statistic: 5.133 on 6 and 45 DF, p-value: 0.0004319

This model was not very accurate at determining the
significant variables. It also contained an RA2 of
approximately 0.40.

The next model that was conducted was a stepwise
backwards regression model. The purpose of this model was
to drop the variables that are |least significant in order to help
create our best fit model.

Conclusion

Blocks, Steals, Defensive Rebounds and Assists were
the significant variables in the models

Coefficients:

Estimate Std. Error t value Pr(>ltl)
(Intercept) -30.9836 8.7438 -3.543 0.000891 ***
ast 1.5189 0.4011 3.787 0.000425 ***
dreb 0.7554 0.3961 1.907 0.062515 .
to -@.5835 0.3501 -1.667 0.102095

Signif. codes: @ “***’ 0.Q01 “**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 < * 1 dataset

*Through the decision tree model, we saw that the
Assists variable was the most significant in the

Residual standard error: 10.33 on 48 degrees of freedom
Multiple R-squared: 0.3876, Adjusted R-squared: 0.3494
F-statistic: 10.13 on 3 and 48 DF, p-value: 0.00002785

[ iInear Regression model proved to be the best
fitting predictive model to get our results with an RA2
of approximately 0.50

After running this model, we found that assists, defensive
repounds, and turnovers were the most significant variables.
This was due to the fact that these variables helped to
generate the pbest fit model with the smallest AIC value.

*The models shown correlated with the results in the
literature we referenced, showing medium
correlation between the variables tested and total

The next model that we generated was done through the points scored.

orogram Python. This model was our regression tree model.
N order to create our most accurate regression tree model,
we used blocks, steals, assists, turnovers, and defensive
repounds. We also set our random state at 55. The maximum
leaf nodes on the regression tree were set at 8 nodes.
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Decision Tree MAE: 10.4270

R-squared 0.40433544344270267

Listed above are the results from our regression tree,
Although these are the most accurate results we could
oroduce, the RMSE and MAE are still very high. Our RA2 is
also noticeably lower than the RA2 from our initial linear
regression model.

Michael J. Lopez, Gregory Matthews, “Building an NCAA men's basketball
predictive model

and quantifying its success,” Journal of Quantitative Analysis in Sports,
2015, 11-1.
https//www.degruyter.com/view/j/jgas.2015.11.issue-1/jgas-2014-0058/
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Predicting Auburn Basketball Outcomes
Introduction & Project Motivation
Basketball at the collegiate level has become increasingly more competitive over the years. In recent years Auburn basketball has increased in popularity with our newfound success. With this Auburn basketball team's recent success has made it important to our group to see what it is that is helping Auburn win basketball games. 
As a result, it is important to understand which factors significantly contribute to the total points scored by a team during a basketball matchup. Therefore, we have used statistics from Auburn Men’s Basketball games from the 2010-2019 seasons in order to determine which factors will strongly influence the score of the team’s next matchup. 
Literature Review 
In order to have a better understanding of basketball analytics, we sought to find literature on an already existing analysis that was comparable to our project scope. We were able to find two research articles that were relevant to our work and could be insightful to use as we bean to interpret the data. The first article is titled “Predicting National Basketball Association Winners” written by Jasper Lin, Logan Short, and Vishnu Sundaresan. This article was written by students at Stanford University as part of their final project. In this article some helpful takeaways One important point they reached was the importance of winning and the need for more statistics than a traditional box score. They also found that point differential and Win/Loss record were the greatest predictors. While this article was predicting NBA games while we were using NCAA basketball games, we found that they were similar enough to find this a very helpful article.
The second article is titled “Building an NCAA Men’s
Basketball Predictive Model and Quantifying Its Success” written by Michael J. Lopez and Gregory Matthews of Skidmore College. 
In the first article, “Predicting National Basketball Association Winners”, these students set out to determine what game factors are most important when determining the outcome of a basketball game. This research premise is very relevant to our project since we are also using box score statistics and records to predict, rather than looking at individual player statistics. They used three benchmarks to compare their models’ predictions so that they can establish a scope of how accurate their models should be. The three benchmarks that they included are the following: point differential (difference between a team’s average points per game and average points allowed per game), win-loss record (the win rate out of the total amount of games they played), and expert prediction (could be inflated because experts did not make predictions on games, they deemed too close to call).
Variables
Our initial dataset consists of 22 total variables. However, we have narrowed our variable selection down to 7 independent variables and 1 dependent variable. We chose to leave out variables such as total field goals made and total free throws made, as they directly contribute to the overall score of a basketball game. 
Variable Name Variable Description
 
Tp is Total Points: The total number of points scored by the team through field goals and free throws (Dependent Variable)
Ast is Assists: Total number of assists by each team. An assist is successful when a teammate
 passes the ball to another player, resulting in a scored field goal.
 
Blk is Blocks: In order to keep the opposing team from scoring, a defensive player might try to
block an attempted field goal. If they are successful and the field goal is not scored, this is
recorded in the dataset under the variable “blk”.
 
Stl is ‘Steals: A steal occurs when a defensive player forces the offense to turn the ball over by
snatching or swatting the ball away. This variable is listed as “stl” in the dataset.
Oreb Offensive Rebounds: When a player on offense recovers the ball after a field goal attempt, this is known as an offensive rebound. The variable “oreb” corresponds to the total number of offensive rebounds by a team.
 
dreb  is Defensive Rebounds: When a player on defense recovers the ball after the opposing team|
attempts a field goal, this is known as a defensive rebound. The variable “dreb” represents
the total number of defensive rebounds by a team.
 
pf is Personal Fouls: The number of personal fouls committed by a team. These fouls usuallyoccur due to illegal physical contact with an opposing player.
 
To is Turnovers: A turnover is when a team loses possession of the ball to the other team before they are able to make a field goal attempt. By forcing multiple turnovers, the opposing team will not be able to score as often. Turnovers are recorded as “to” in our dataset.
 
Methodology
In order to begin the analysis, the first step we had to take was parsing the XML files and converting them to CSV files. We did this by using the program Python. 
Once this was finished, we created scatterplots to show the relationship between our independent variables and the total point differentials.  In order to begin the analysis, the first step we had to take was parsing the XML files and converting them to CSV files. We did this by using the program Python. 
Once this was finished, we created scatterplots to show the relationship between our independent variables and the total point differentials. There is a positive relationship between total points and all the independent variables as presented in scatterplots below.

After creating these scatterplots, our next step was to determine  which models to run. We decided to choose a linear regression model, a stepwise backwards regression model, a regression tree model, and a random forest model. Linear regression models explain the relationship between one dependent variable and a set of explanatory variables. Regression Tree Models are easy to understand and fairly accurate when it comes to predictions. Lastly, random forest models are used to help increase the accuracy of a regression tree model. 
 
Descriptive Analysis & Modeling
The first model that we conducted was a linear regression model. Regarding this model, we used the total points differential as the dependent variable. Our independent variables consisted of assists, blocks, steals, offensive rebounds, defensive rebounds, personal fouls and turnovers. The output from our model results are provided below. 
Coefficients:
Estimate Std. Error t value Pr(>|ltl)
 
(Intercept) -29.9825 11.0472 -2.714 0.009389 **
blk 0.6022 0.8294 0.726 0.471571
ast 1.5309 0.4283 3.574 0.000853 ***
dreb 0.6312 0.4381 1.441 0.156603
stl 0.3078 0.5502 0.559 0.578600
oreb -0.2658 0.3422 -0.777 0.441325
to -0.5510 0.3689 -1.494 0.142234
 
Signif. codes: 0*** 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘. 0.1  1
 
Residual standard error: 10.51 on 45 degrees of freedom
Multiple R-squared: 0.4063, Adjusted R-squared: 0.3272
F-statistic: 5.133 on 6 and 45 DF, p-value: 0.0004319
 
This model was not very accurate at determining the significant variables. It also contained an R^2 of approximately 0.40. 
The next model that was conducted was a stepwise backwards regression model. The purpose of this model was to drop the variables that are least significant in order to help create our best fit model. 

Coefficients:
Estimate Std. Error t value Pr(>|ltl)
 
(Intercept) -30.9836 8.7438 -3.543 0.000891 **
ast 1.5189 0.4011 3.787 0.000425 ***
dreb .07554 0.3961 1.907 0.062515
to  -0.5835 0.3501 -1.667 0.102095
 
Signif. codes: @ ‘*** 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘. 0.1 ‘1
 
Residual standard error: 10.33 on 48 degrees of freedom
Multiple R-squared: 0.3876, Adjusted R-squared: 0.3494
F-statistic: 10.13 on 3 and 48 DF, p-value: 0.00002785
 
After running this model, we found that assists, defensive rebounds, and turnovers were the most significant variables. This was due to the fact that these variables helped to generate the best fit model with the smallest AIC value. 
The next model that we generated was done through the program Python. This model was our regression tree model. In order to create our most accurate regression tree model, we used blocks, steals, assists, turnovers, and defensive rebounds. We also set our random state at 55. The maximum leaf nodes on the regression tree were set at 8 nodes.  
Decision Tree RMSE: 12.7
Decision Tree MAE: 10.4
R-square: 0.4
Listed above are the results from our regression tree. Although these are the most accurate results we could produce, the RMSE and MAE are still very high. Our R^2 is also noticeably lower than the R^2 from our initial linear regression model. 

The results shown above are the results generated from our random forest model. Similarly to the regression tree model, these results are not what we expected Once again, the RMSE and MAE are incredibly high. However, the R^2 of 0.50 is significantly better than the R^2 from the regression tree model. 
Overall, our best fit model was our initial linear regression model. However, we had problems with all of our models. We though that adding more data points to our initial dataset and converting total points to total point differential  would fix these problems, but we were still left with unexplainably high RMSE and MAE values. 
Conclusion
Blocks, Steals, Defensive Rebounds and Assists were the significant variables in the models
Through the decision tree model, we saw that the Assists variable was the most significant in the dataset 
Linear Regression model proved to be the best fitting predictive model to get our results with an R^2 of approximately 0.50 
The models shown correlated with the results in the literature we referenced, showing medium correlation between the variables tested and total points scored.
 
References:
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Abstract
The goal of our project was to analyze the  link  between  heart  disease,  cardiovascular  health  and  sleep  apnea.  Through  extensive  observations  and  data  collection,  we  have  made  significant  breakthroughs in the overall progress of the project.  First,  we  analyzed  the  sleep  cycles  of  over  thousands of patients using data extracted from an  academic article, and identified the difference in the  duration of the non-stop phase between the general  population and the patients. We also analyzed age,  gender  and  race  to  detect  the  probability  of  such  diseases. Although it  is  not possible to distinguish  between sleep and age as the underlying cause of  such disorders with the help of modern technology,  our  data  have  done  as  much  as  we  can  at  this  stage.
 
Introduction
Sleep is an essential part of our everyday lives.  It  does  not  discriminate  between  races,  age,  nor  status.  Cardiovascular  health  could  be  directly  linked to the quality of sleep. The motivation behind  our project is to figure out the correlation between  cardiovascular health and the quality of sleep. With  heart  disease  being  the  leading  cause  of  death  in  America,  particularly  with  cardiovascular  disease  causing  the  death  of  an  individual  every  36  seconds,  our  study  hopes  to  provide  analysis  and  clarity  on  how  improving  one’s  sleep  could  also  improve the health and longevity of life. Our analysis  of  the  association  between  cardiovascular  health  and sleep apnea aims to help everyone since sleep  is a basic human need.
 
Methodology 
 
Total Minutes in each Cycle

This  is  a  chart  of  the  number  of  people  and  how  many minutes that person stays in each cycle. We see  that people are staying in the N1 and N2 stage the most  and less in N3, N4, and N5. This could be a potential  reason why many aren’t getting enough sleep. Since N1  and N2 sleep is where one is easily woken up, it could  point out that many are being disturbed when they try to  sleep, whether it is because of their phones, emotions,  others like family, etc,.
 
Data
-  Includes data from the SHHS survey of  6,600  adult  participants  aged  40  and  older  with various cardiovascular-related conditions  such as heart disease and hypertension
Variables includes:  - 2651 patients in the dataset - 5 steps in the sleep cycle (n1-n5) counted by  30 seconds per column - 37  symptom  and  patient  information  based  variables,  such as age, gender, race - Any_cvd, Any_chd 
 
Results 
When  it  comes  to  having "Any  Cardiovascular disease"  or "Any  Coronary Heart Disease",  our  model  shows that age is the most important feature when the x variables are age, gender, race, and numbers of  hours asleep in stages n1 to rem.  Although  our  diagnostic  performance  may  not  be  optimal,  it  could  be  explained  by  other  factors  like  lifestyle.  Since  Age  is  the  biggest  contributing  factor,  it  is  hard  to  tell  whether  the  heart  diseases  were  developed because of sleep or because of natural causes in aging.
 
The charts below presents the results of four different models with different independent varaiables. The variable importance, decision tree and accuracy of each model is reported. 
 
In the first model with Any_cvd as a dependent variable with n1:n5, age, race, and gender as independent variables, the top variable is age followed by gender. The accuracy of the model is 77% with a sensitivity of .8 and specificity of 0.76.

In the second model with Any_cvd as dependent variables and with n1:n5, as independent variables, the top variable is n3 hours followed by n2hors. The accuracy of the model is 79% with sensitivity of 0 and specificity of 1.
 
Any_cvd with only n1:n5

In the third model with Any_chd as a dependent variable with n1:n5, age, race, and gender as independent variables, the top variable is age followed by gender. The accuracy of the model is 78% with a sensitivity of .76 and specificity of 0.79.
 
Any_chd with n1:n5, age, race, gender

In the fourth model with Any_chd as a dependent variable with n1:n5 as independent variables, the top variable is age followed by gender. The accuracy of the model is 785% with a sensitivity of 0 and specificity of 1.
 
Any_chd with only n1:n5

Conclusion
Through our data and observations, age  and emotion are both important components  of  sleep  quality,  which  can  also  be  directly  associated with cardiovascular disease - We recommend that people go to bed 20  minutes  earlier  and  get  7.5  hours  of  sleep  each day to experience a full sleep cycle -  In addition to sleep duration and quality,  we also searched for other factors and came  up  with  the  best  ways  to  prevent  cardiovascular  disease.  Maintain  a  good  state  of  mind,  be  physically  active,  lower  blood cholesterol, and control nicotine intake.
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Results Continued

Introduction _ Data Processing Data Processing Continued . . .
The Case Study we reference 1s The Sleep Heart Health The most consistent variable of importance was the
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Problem Statement

Our goal 1s to create a model that can accurately
predict cardiovascular health problems using sleep
habits. This would help doctors identity potential
risks of stroke or heart attack in patients from theuwr
sleeping patterns.
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Introduction
 The Case Study we reference is The Sleep Heart Health  Study (SHHS). It is an organization that has created this  cohort study for looking into the issue of obstructive sleep  apnea (OSA) and other sleep-disordered breathing  (SDB). The data for the sleep risk factors were collected using  a polysomnogram (Sleep Study).The dataset given has a total  of 2651 patients. The heart related variables were collected  from the six previous other studies, while the bulk of the data  is the sleep cycle data collected from the SHHS using a  polysomnogram.. In total, there are five different sleep cycles  and in the dataset each cell represents a 30 second interval of  that stage. 
 
Problem Statement
Our goal is to create a model that can accurately  predict cardiovascular health problems using sleep  habits. This would help doctors identify potential  risks of stroke or heart attack in patients from their  sleeping patterns.
 
Variables
The variables in tables include the hours spent in different stages such as stage 1, 2, 3, 4 and 5. It also includes gender, race and age. The Number of myocardial infarctions (MIs) Since Baseline and Number of Strokes Since Baseline are the outcome variables.
 
Variable Name
Variable Definition
Variable Type
Hrs_to_sleep
Time it takes patient to fall asleep
Continuous Data- Ratio
Hrs_asleep
The amount of time patient is asleep
Continuous Data- Ratio
Hrs_1
Time spent in stage 1 sleep cycle
Continuous Data- Ratio
Hrs_2
Time spent in stage 2 sleep cycle
Continuous Data- Ratio
Hrs_3
Time spent in stage 3 sleep cycle
Continuous Data- Ratio
Hrs_4
Time spent in stage 4 sleep cycle
Continuous Data- Ratio
Hrs_5
Time spent in stage 5 sleep cycle (REM sleep)
Continuous Data- Ratio
Gender
1= male and 2= female
Categorical Data- Nominal
Race
1= white, 2=Black, and 3= Other
Categorical Data- Nominal
Age_s1
Age of patient during study
Continuous Data- Ratio
MI (Outcome Variable)
Number of myocardial infarctions (MIs) Since Baseline
Continuous Data- Ratio
Stroke (Outcome Variable)
Number of Strokes Since Baseline
Continuous Data - Ratio
 
The correlation analysis below presents the association between all variables where Mi and hours sleep has the maximum correlation of 0.61. For stroke, the highest correlation is with hours sleep of 0.61. 

Data Processing
The first step of our project was to find a way to  utilize our polysomnogram data. The data  captured the sleep cycles of each patient  throughout one night of sleep. In order to use this  data, we had to engineer new variables that could  be used by our models.  The variables we created measure the hours it  takes to fall asleep, the time spent awake in the  night, and total hours spent asleep.          
 
Histogram of health_data$hrs_to_asleep
This exhibits a log normal distribution.

Histogram of health_data$hrs_2
This presents a bell shaped distribution.

Histogram of health_data$hrs_1
This exhibits a right long tail distribution.

Data Processing Continued
 
Hours in Stage 2 by Gender
Females has less hours in Stage 2 as compared to males.

Hours in Stage 2 by Race
Blacks have the highest hours of sleep in Stage 2 followed by others and whites.

Methods and Cross Validation
After running our initial models, we had achieved a good  accuracy score, but very low sensitivity. We believed that  this was due to our data set having more healthy patients  than patients with heart disease. We adjusted our data set  to train the model with equal numbers of healthy and  unhealthy patients. This improved the sensitivity and  specificity of our models, while accuracy only decreased  slightly. We divided the dataset into five sets of as equal  size as possible. Each set was used once as a testing set,  while the rest were used as training sets. This gave us an  80/20 training/testing split.. This allowed us to run 5  seeds of each dataset, giving the models robustness.
 
Results
The values in the tables below are averages of all seeds run.  The Decision Tree is our best model for stroke, and the KNearest Neighbors is our best model for myocardial  infarctions. 
 
For MI K-nearest neighbors, the accuracy is 67% with F1 score of 0.62. The sensitivity is 67% and specificity is 57%.
 
For Stroke K-nearest neighbors, the accuracy is 65.9% with F1 score of 0.61. The sensitivity is 65.9% and specificity is 57%.
 
Results Continued
The most consistent variable of importance was the  participant’s age. We found that the sleep data itself  was not a huge factor in predicting heart issues
 
 
Tree Variable Importance
 
Age is the most important variable in both models for MI and Stroke. 

In Logistic regression model for Stroke, the variable representing the Black race is the top variable with negative relationship where gender and hours sleep in stage 4 are the top variables in MI model. 

Conclusion
From our results, the best model for predicting strokes  was the decision tree model with an accuracy of 72.93%,  and for mi the best for prediction was KNN with an  accuracy of 67.61%. We found that the most significant  factors when predicting were the age of the patient and  sleep stages 1 and 2. This pattern shows that the early  stages of the sleep cycle are important in determining  future heart related issues. 
 
Acknowledgements
This work was conducted with the Health Care  Sleeping Data by Dr. Rupesh Agrawal from Northern  Kentucky University. Any opinions, findings, and  conclusions or recommendations expressed in this material  are those of the author(s) and do not necessarily reflect the  view of Northern Kentucky University




Maximizing Auburn Men's Basketball's Chance of
AUBURN Winning A Championship in the Following Season HARBERT ="

UNIVERSITY

D1 NCAA business analysts: Hao Feng; Will Nutter; Connor Tidwell;
James Robinson; Lauren Huether; Wanling Zhu; Instructor: Dr. Xing Wang

. Motivation . Variables . Models and Results . Conclusions and Implications
The Auburn basketball team made it in 2017 YUEFYSETTCINSETTTR The following models were used: + We have analyzed the data using thres
an - wnen bruce rearl too Ifferent tools and three different models.
over as head coach. but the sauad's ultimate ( v\;\ngle) Win or Loss Result of the game(win or loss) - . : :
e oA ’th NCAAq ‘ sy y . Decision Tree The defensive data will always account for
ective is win the championship. O ibuti
object 0 amplonsnip BLK Blocks player tips the ball, blocking their the majority of the contribution to the
We intend to better comprehend an chance to score . victory. For example, defensive rebounds
opponent’s talents and overall style of play f Free throws  The % made field goals while on o and steals, these two variables that always
by analyzing and researching data, which will TMEEE 2713 o petensive Resound Train Set ~ Test Set play the most critical role in winning or
help our basketball team make tactical fta Frfte thl‘l(:)vzls The nurm)er m?hde fieldtgoals Block QCCU:aCty 8:2;2 822?? |Osing a game, regardless of the all model.
adjustments. SHEMPEE WIS BT e BHT e SRV '  In the offensive stats, free throws and
3 point Field The number of a team’s 3-point psists Specificity ~ 0.8929 0.8750 .

Data Summary Total 3pt goals made field goals made while on the Steals made 3pt that take up the biggest
our dataset f ! the statistics f court 000 005 ol ols 0% o35 0% o35 o0k contribution to the winning percentage.
thurAabase bocEsib ﬁnt - .S 2> from Made 3PT goglgﬂgfczft'gge The % of a team'’s 3-point field The number of three-pointers made
20e14 t' Lé';)nlgas cthball tedm's games from made goals made while on the court becomes the key to winning the game.

0 . .
_ _ _ offensive The number of rebounds gathered P | - Basketball is a sport of defense over
° ofeb :
erensive styles, as well as a comparison Defensive  The number of rebounds a player — | ] wants to get better the rest of the years, it
with current season championship teams Dreb or team has collected while they -
Comprlse the proJeCt ! Rebounds were on defense - . mUSt fOCUS more on defenSIVG play.
" Number of times that takes the o o
« The model will be built in Python, with data STL Steals ball from a player on offense, N N . Ref
processing, analysis, and visualization in causing a turnover e ererence
Excel and SQL. to Turnovers '€ number&fetlégz?%’ers LSl Y hanset U retset [1]Magel, Rhonda, and Samuel Unruh. “Determining
| | Factors Influencing the Outcome of
. Data Measuring ast Assists Ul numbetrhc;fcaoslf",fts SIS Cln Train Set  Test Set College Basketball Games.” Open Journal of
Accuracy  0.8456 0.8286 Statistics, vol. 03, no. 04, 2013, pp. 225-30.
e —core 2420 A Sensitivity ~ 0.8987 0.7619 Crossref, https://doi.org/10.4236/0js.2013.34026.
Specificity  0.7719 0.9286 [2]Mikotajec, Kazimierz, et al. "Game Indicators
. Method AUC 0.92604  0.90816 Determining Sports Performance in the

NBA.” Journal of Human Kinetics, vol. 37, no. 1,
2013, pp. 145-151,,

nttps://doi.org/10.2478/hukin-2013-0035.

Neu ral NetWOrk '3]Csataljay G , James N , Hughes M , Dancs H .

Data
Conversion

= Performance indicators that distinguish

winning and losing teams in basketball . Int. J]
Perform Anal Sport . 2009 ; 9 : 60 - 66 .

Auburn

1, Data in Excel under oF
otal.3pt = : / : o ‘ 3 %
.-‘-'31_‘ otal.3pt ":;
Coach Pear e _. gl N B Acknowledgements
efensive.Rg ':_..- .‘ b . 1 "‘v..‘ %.-J ‘ >

Excel

&

Python

Total Score 2014-2019 Opponent

2014-2019

This work was conducted with data from
NCAA Division 2 basketball game data

provided by Dr. David Paradice from Auburn

Data " pata Train Set Test Set University, Harbert College of Business.

Vi lizati ariapie EX|_ . . . . .
T description |l ;ﬁﬂﬁ" Datato | Any opinions, findings, and conclusions or
Python, and L and Excel analyze Train Set Test Set recommendations expressed in this material

Tableau

Accuracy  0.7462  0.1736 are those of the authors and do not

necessarily reflect the views of Dr. David
Paradice.




Team 7

People’s Predicting the Winner at Halftime In

| | Inspiring
/2] AUBURN (hoice Winner College Basketball HARBERT

J =

)

p S UNIVERSITY BUAL Ballers: Jiawei Tong, Tiancheng Jiang, Tanner Rowburrey, Madison Morrow, W. Buddy Haas, Annabel Antoniak Mentor: Dr. Pankush Kalgotra

Introduction Sequence Chart of Auburn

ASSIST ASSIST

.-'"'-..-'"-.-
Er
7 om FOUL ==
A i
/ GOOD ™.
-.'_-\._

ASSIST R ASSIST

ASSIST

FOUL
GOOD

Auburn's basketball program has become more PR PR e GOODFT 500D 3PTR - FouL —
.ps | GOOD — e A N . 600D ET
[ _ CompEtltlve GOOD FT L JHMPER MISS GOOD FT ——
Previous literature states 3 pointers are primary oo py & / EPTH A
variable AT , / o coon LAYHR MISS 3PTR
® T . MISS _ REBOUND RESOUND
We created descriptive analytics to gather an PR DEADB DEF 1SS JUMPER
d tandi f the dat REBOUND MISS 3PTR IS 3PTR REBOUND DEADB
DEF
‘ un. erS ar]. I.r]g .O .e a a ] MISS o ———"____E.UECILIT S SUB OUT REBOUND DEADE REBOUND DEF
Using artificial intelligence, we used the first half of JUNPER smt/-f*;_suwm I REBOUND DEF
games to predict which team will win REBOUND, —— / —/4
DEADE m '/ 4 STEAL
REBOUND DEADB MISS LAYUP
REBOUND
DEF REBOUND DEF
REEOUND REBEOUND DEF
L 4 L J OFF ,."I REBOUND OFF
Data Set Description sTehy
Ay STEAL
SuB ouT sUB UUT./ y
® 10 seasons, 2009-2019 G | ost
' ) . TURNOVER URNOVE G a m e W O n TURNOVER TURMOVER a m e OS
o +6000 games in a season
° Play-by-play info in each game * |t shows Auburn's gameplay when they win and lose. * |n games Auburn has lost, rebounds are often followed by missed 3 pointers.
Variables * When Auburn has won, they have frequently substituted players in the game. ¢ Also, in games lost, good 3 pointers always lead to more assists.
Field goal made (any scoring), 3 pointers, Free
o throws, Assists, Fouls, Rebounds, Turnovers
Selected teams: ° oy _g°® o o
- . Win vs Lose Al: Building the Model Al: Decision Tree
Duke, Kentucky, Gonzaga, Michigan, Villanova, e
Arizona, Kansas, Louisville, UConn ° ' sed bredict del e <1 false:
Auburn analyzed separately The average difference from opponents in o ' CUsedasUPEIVISED Predictive Model. - N~
W Assists It took data from the first half of 1558 games from
GameS WOn free throws turnovers
— o selected teams. <2 <2
7 B 3 pointers Independent (x) variables are the difference between — 4 \:ebwnds rebounds/ \assim
Methodology : Free throws R the team and their opponent. <-7 <-3 <-4 <5
j— o Dependent (y) variable: win-lose / \ /\ / \ / \
Spﬂrtﬁ R 3 60% (train) : 40% (t@St) win lose win lose win lose win lose
_ dixml2csv.py
Analytics aw Da i
1 S~ Overall accuracy: 80.7% For example,
Proiect 2021 March 3 Sensitivity: 78.7% if a team has more assists than the opponent, less than 2
J _ < Madness Specificity: 82.8% turnovers, and the opponent has more than 5 rebounds
Introduction Bracket D > the team is predicted to win.
'L /_\/\/_,\/\
Trash
Literature Data 1
Review ~— M
/ 0 I Conclusion
: R 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Data Analytics A
{ngﬁgﬁ}& < Useful < GetSeason.ipy - _ B * In contrast to the NBA, college basketball has less
Data Games LOSt Assists 3 pointers > ] i
V ,*hl ~——— Defensive rebounds Free throws emphaSIS on 3 pOInterS'
anavies turnover » Successful college basketball teams rely more heavily on
Description 0
Tables teamwork since more assists are likely to produce
. Desctiptive Predictive rebound_def positive results.
55”""_""?“5" > Analysis |  Model 2 * The cohesive gameplay of high performing teams is
tatistics (Tableau) {Decisiin tree) i similar to Auburn's. Auburn has more frequent player
Model Evaluation | T , . , substitutions in winning games, which shows a dynamic
2
Project Outcomes |« (Confusion s . . . o playstyle.
Deliverable <I—| matrix)
Document

¢ Above shows variable importance in the model.
Assists and rebounds have the most significant impact

Acknowledgments on whether a team will win or lose. References

Special thanks to Dr. David Paradice for providing us with Onwuegbuzie, Anthony J. “Factors Associated with Success among NBA

the dat t and notebooks f h d thank = Teams.” The Sport Journal, 27 Nov. 2013,
oot et g e o S P 2005 2010 2011 2012 2013 2014 201> 2016 2017 2018 2019 https://thesportjournal.org/article/factors-associated-with-success-among-

to Dr. Pankush Kalgotra for his support and guidance. nba-teams/.

|
LA




Do You Wake Up at Night Frequently?
Winner — First Early Detection of Heart Conditions using Sleep Patterns

Chloe Mikus, Isabel De Armas, Pierce Dickson, Brady Watts, and Anne Hays Wright

P|aCe Auburn Analysts

Faculty Advisor: Dr. Pankush Kalgotra

METHODS emt : :
INTRODUCTION : : : Cardiovascular Disease Results g
Transpose Sleep
Transposed and o : . cis4% [
Visualizations [—{Aggregated that [4— ﬁmﬁiﬂ"ﬁsq— B ooor®s M| Data  |—»{Fiter3diseases [—» Do ""I“;‘::;;r 3 Visualizations age_s1 =565 -
in sleep data : gini = 0.496 o
« Sleep has 5 stages Patents awae) {v:iﬁﬁ‘ﬁ"?és?sﬁsl} & . .
) class =1 gande
 Sleep and heart health are related True False
 Relationship between gender, race, age, and heart health Merge 331.9152%5 9;,::“9:,543};" R —
. . . samples = 190 samples = 428 n
« Every year, about 647,000 Americans die from heart disease, ““'“,ja;‘“ 8l "a'ui.aggzum o2
making it the leading cause of death in the United States Jl I I I asoex T
Preprocessing: I I I gini = D 484 gini = 0.477 .
Balanced Datasets I I samples 1? samples = 191
koo val:lgsstw 7] value = [75, 1114&*-1 aiss I
Is it possible to detect angina, cardiovascular disease, and Sens iy chp =
coronary heart disease through the analysis of a patient’s sleep v - 6 7 ol e e e 000 05 010 015 020 025 0%
pattern? Modeling (decision o /*""’[ B =
|]'H-H:| 160 J,J’ 7 ,,,/’
l 8 o P /,/” Random Forest
Confusion Matri/ 3 o = I e
ROC Curve F J T — 127
« The dataset comes from The Sleep Heart Health Study ) °* I E—— 3
° ° &6 J(,,/’/ ®
» This study 1s in affiliation with the Department of Medicine and Description 0o ¥ r
0.0 0.2 0.4 0.6 0.8 1.0 -
Respiratory Sciences Center at University of Arizona False Posiiva Rte = 161
Cardiovascular Coronary Heart Angina I I I
» There are 2,651 patients in the dataset Disease Diseasaery : AENRRRNNRENNEE I AANERENNEREnl I 1L} Accuracy: 69.6%
: .. Sensitivity: 69.0%
- Brain wave activity was measured every 30 seconds for each , , , _ . . 1
, Number of Patients 557 patients 401 patients 1208 patients cyele / stage , Specificity: 70.1% Predicted Label
atient : : 5 : ’
p since Baseline
i czss%
Average Age 69 years old 68 years old 64 years old Corona ry Heart Disease Results
Patient 13 Sleep Pattern e S— crs+% [l
6 Gender Male: 347 patients Male: 263 patients Male: 592 patients ::,%;Egim aD —
i Female: 210 patients ~ Female: 138 patients ~ Female: 616 patients 2 "a'”iééifai“]
E 100 False L et ] -
4 Race White: 484 patients ~ White: 352 patients ~ White: 1161 patients £ o L ass [
; Black: 53 patients Black: 34 patients Black: 38 patients . vaite = (211, 136)
) Other: 20 patients Other: 15 patients Other: 9 patients ) I B —
=00 ) [ 2neors ) (e csv I
Remode for Remove for analysis [vz?lé?::tﬁ_ﬁa 11]} valuigs[; 5_36122]] [vauéelg::ls[?_b&]}
Network Diagram | | i | : ||| il T e $ 0000000
" ROC curve GHD 1 cisox [
. . . . . : * o o ey
| A « 306 patients with cardiovascular disease also have angina Angina Results P k- - - » . .
 Stage 0 1s when the patient is still awake . . . . . ot 0
| | 401 patients with cardiovascular disease also have coronary In each model, training W
« Stage 1 1s the lightest stage of sleep : - \ data is 60% € oo ———
— - - L Random Forest
« Stage 2 makes up 50% of our sleep ' B <

« Stage 3 1s when we begin deep sleep

« Stage 4 1s exclusively deep sleep
« Stage 5 1s REM sleep

True Label

i .:.,::' = 1311 ,
| value = (269, 10) value = [582, 729] ,l e
el ( class = 1 I ,/
| 1 ,»
P ”
CI52% <= 45833 race <= 1.5 CISX% <= 3972 / 5
m-o.m gini = 0.468 gini = 0,444 0.2 / -’ O
samples = 22 samples = 998 samples = 313 { vs
value = [17 51 \filuc 13?3 625] value = [209, 104] ’ b
class=0 clas=0 ¥ -,
/ /\ N b
.7
CIS0% <=8333 | | 26944 | Cis4% <= 175 | [ CIS3% <= 46,111 CIS3% <= 0833 CIS0% <= 1389 0.0 1
ini = 0.49 wﬂ.d;l:z ﬂ!ﬁﬁ& ‘ﬁﬁuﬂj{gs gi|1i‘.‘=<lj.-lili:‘;:!|
g = samy ..m' { m' Sampics =
vale = [3,4 i alue = (303,609] | | value'= 70, 16] vale = (96, 9] vale = 113, 7] L 02 0.4 06 0.8 10
class = ; dlass= |  dlas=0 class= class = 0 False Positive Rate
ini = gini=04355 | | gini=0253 ini = 0.497 gim=0203 | | gini=0.165 | ini = 0. 6 7 6(y
=802 =2 - hoger J18 .- <=2 ples = | : - i !s °
= v‘;h:nwpfiu‘ﬂ ’ r' - 1 P ] \':Ihr:_ I.],I-‘I i " f L value = [103, 74 CCuraCy. . 0 1
® ® ® class= | class=0  caw=0 class = class =0 class=0 l class =
L] L] L] o 0/
atient Timeline ensitivity: 68.4%

Specificity: 66.9%

Random Forest Classifier Feature Importance Angina " <= Rt Forst ot e ; P Predicted Label
Stage 0- Time Stage 0- Time Stage 0- Time Stage 0- Time e h ,-27"/ ,/'/ .
Stage 1- Time Stage 1- Time Stage 1- Time Stage 1- Time L% g ya i Conclusion
Stage 2- Time Stage 2- Time Stage 2- Time Stage 2- Time gender ~ ,/' ,,/"
Stage 3- Time Stage 3- Time Stage 3- Time Stage 3- Time race 20 « We ran models with unbalanced data sets which resulted into very low
Stage 4- Time Stage 4- Time Stage 4- Time Stage 4- Time C155% _f," e sensitiv ity
Stage 5- Time Stage 5- Time Stage 5- Time Stage 5- Time N i : ) : : :
cet - It is possible to use patients sleep data to predict early detection of heart
i, Decision Tree disease
90 3 4.5 6 7.5 - e N Liazie
/ mins hours hours hours hour. Descrlptlve Statistics age sl
000 005 010 015 020 025 030 0 368 Acknowledgements
« Those with CHD and CVD tend to stay awake %
A patient timeline sleeping for 7 % hours. i - : . :
P ping longer than those without | | 0 This work was conducted with data from a dataset provided by Dr. Rupesh
* Average count of cycle for those with CVD 1s Accuracy: 71.8% = 1 379 Agrawal. All of the work and opinions on this poster are those of the authors.
40.65 and without 1s 31.07 1n cycle 1 stage 0 Sensitivity: 77.3%
. Average count of cycle for those with CHD is Specificity: 67.1% " 1
42.93 and without 1s 31.33 in cycle 1 stage 0 Predicted Label

WWW. PosterPresentatlons com




Forecasting Top Three
Pickle Jar Products

Pickle Jar People: Colin Scollard, Nick Morgan, Rosie Gallucci, Jack Jones, Jack Rubisch
Faculty Advisor — Dr. Pankush Kalgotra

Figure 1. Methodology for Product 112
Motivation: 1 — trafnlng 1: The trends for our top 3 sellers at one location forecasted for the next
| e ” [ actual 12 months are as follows:
» The Importance of sales forecasting | Jdo forecast
* Poor forecasting leads to unnecessary amount of time, Dg‘;;ﬁ:;g'ﬁ[? r [ A A Product 112: We forecast product 112 to flatline in sales based on
money, and problems years ol ) 4 our January 2017 sales number.
» 12% companies forecast correctly 8 ¥ | A g /N %
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of inventory management and for any company to thrive sales as it approaches the months of June and July in 2017.
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. J AIC: 933.163 MAPE: .2988 ARIMA Order: (1,1,0) 2: Product 112:
1. Wh_at trer_lds will our top 3 sellers for 1 of their locations 6 == ERining * experienced a drastic decline in sales in the fall and winter months
experience in the next 12 months? actual - D L
v i "~ forecast | | ypically beginning in September
4 r D 4 B | * ending in the spring/summer where sales begin to increase.
_ Customer Location
2. How does seasonality affect the purchases of these products? iz ot il i Level Product 198: experiences a positive seasonal trend in the Fall months
= / | such as September October and November. The sales pattern outside of
Fall season don't have any consistent trend.
3. Which stores are purchasing the highest quantity of pickle jars? A
3: The top three location sales:
4.How can we utilize our knowledge of our top 3 pickle jar sales at / 1st: Product 112 at customer group 78 and store location 179 with a
all three levels? y | | | quantity of 306,435,301
III.- 2014-09 2015-01 201505 2015-09 2016-01 2016-05 2016-09 201701 201705
T o Foicrli AlC:938.325 MAPE: 0.221 ARIMA Order: (1,0,0) 2nd: Product 466 at customer group 78 and store location 179 with a
quantity of 61,674,322
L - 5 ", 166 Forecast vs Actuals for Product_198
3rd: Product 69 at customer group 48 and store location 96 with a
Unique quantity of 45,504,050.
Description Q_Ctl't_' " y .
uantities Compare with other 4: Product 466:
maodels for highest \
|, o o \ * Wasn't on the market until early 2016.
Six Digit number depicting Augqust 2014- * Successful with some seasonal fluctuations in June and July.
MonthID the year and month of the 9 \ * With this knowledge we plan to decrease inventory of this product in
oroduct sale August 2017 | the months of June and July and possibly cut the price to avoid inventory
Models Used: ARIMA, Historical Forecasting, and Exponential Smoothing | e surplus.
actual
—— forecast Product 112:

v o eo e e T o * We see that when its first introduced to the market it was very

Type of pickle jar sold to a : _ | R : : o ,
Product yp P J 528 fUl
customer group successfu

AIC: 891.858 MAPE: 0.3812 ARIMA Order: (1,0,0) * Since then has fluctuated in the fall and winter months.

* Qur forecast predicts a flatline in sales from 2016 moving into 2017 and

Top 5 Product Sales (Seasonal)
) ) . Prl;]dl,_jlﬂt 1e6 Forecast vs Actuals for Product_69 201 8 .
Market Distributor such as a | - -
. 25 roduct_
CustomerGroup  chain store, capable of 302 B | Sroduct 112 Product 69:
sending the pickle jars to | Product_198 | * Based on our forecast we want to have less inventory as stated in the
their individual stores , e B Product 466 actual trend | |
* We need to keep a balanced inventory of this product due to the 3-

1.25 4

™o i month fluctuations

Avg. Quantity

CustomerShipT Individual store that the

pickle jar products to .
M o Special thanks to Professor Pankush Kalgotra for his
guidance and advice throughout the entire semester

Quantity the transactions on the o for completion of this project. We thank Mr. Mohit
AIC: 862.187 MAPE: 0.3590 ARIMA Order: (1,0,0) .o e
dataset Dobhal from Decision Spot, LLC for providing us the
dataset.

An excel sheet was given from a pickle jar distribution company
with their historical information.
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Problem: The sales forecast for a pickle jar company will be conducted - Product Sorted by Quantity and Month MAPE MSE
for the last 10 months (10/2016 - 7/2017) of our data based on the i e
previous 27 months' figures. Performance will be measured This shows the spikes in i
against actual results for the most accurate conclusion. o0 Quantity over time and denotes W 201408 . .
8 any seasonal spikes in demand 201405 ARIMA Time Series 1.09 21 ,884,852,835.01
Motivation: 67 percent of companies lack a formalized approach to B 201410
sales forecasting; however, companies with accurate forecasts are 10 i 201503 , ,
percent more likely to grow revenue year-over-year, on average W 201509 Simple Equnentlal 0.99 14,844,116,367.19
(Roberson.) =Sl Smoothing
> ¢ W 201603
Importance: The goal is to minimize any opportunity costs that may ﬂ - 01505 Holt Exponential 0.89 44 484.,935,802.74
occur by uncovering a defensible competitive edge. This research is - . 25.15-33 Smoothing
important because without sales forecasting, growth will be
consistently stagnant 401 =
) i pri Current Forecasting 0.94 25,662,130,467.20
Research Question: Can the previous measures conducted related to B W 201701 Method
sales forecasting be outperformed through ARIMA Time Series and W 201704
Exponential Smoothing? -
. This shows the most
Product Sorted by Quantity and Location gafhrg(\j::tﬁié?ﬂzgﬁgzn
Product-Customer Group-CustomerShipTo Models Results

significant in terms of
sible seasonal
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We had 6 columns of data in a date range from 2014 to 2017 This shows the average MAPE MSE
* Product - 528 unique products quantity sold for all products by
month of the year.
e CustomerGroup - anonymous "name" for each customer ARIMA Time Series 114 14 355 500.381.50

20K

e CustomerShipTo — anonymous "name" for the location of each
customer

Simple Exponential

Smoothing 1.07 10,804,789,319.55

15K

e CustomerShipToName - CSTN is insignificant due to our variables

all being anonymous. Therefore, CST and CSTN are identical for the Holt Exponential

Avg. Quantity (Product)

10K .
i moothin . 24,740,675,296.91
purposes of analysis. We used this model to show SMoo J 0.89 ’ 0’6 5, J6.9
some more significant products
* MonthID ( YYYYMM) - the month and year tied to each transaction » that didn’t show up via seasonal .
importance. We were able to Current Forecasting 0.95 16,819,173,173.55
isolate the highest selling Method

* Quantity — number of pickle jars sold locations as well. Min value of

14,520,615 units and max of
02 03 04 05 06 07 08 09 10 11 12 316,549,404.407 shown

Product Models Results

Pf

OK

Best Performing Models for Each Grouping by MAPE:
Product:
Simple Exponential Smoothing

We ran models for three different levels of the
data, with training data of 27 months and testing data

Purpose: The cleaning and modeling techniques serve to meet
customer needs quicker, cheaper, and at greater value.

: MAPE MSE
of the following 10 months Product-Customer Group:
We models were for each prod.uct,.then every Holt Exponential Smoothing
Data collected product-customer group combination, and every
from 3rd party product-customer group-customer ship to ARIMA Time Series 1.24 107,163,530,196.73

. Product-Customer Group-Customer Ship To:.
combination.

J . .
*  For each level, we used four different models to do the Holt Exponential Smoothing

consultancy

J

forecasting. Simple Exponential 1.05 73,634,361,604.23 . .
+  These included ARIMA Time Series, simple exponential Smoothing For sales forecasting, it is vitally important to have clgangd and accurate
Pre - Descriptive smoothing, Holt exponential smoothing, and the data so that fnodels.can run smoothly. Sales forecastlrfg iS @ necessary
Processing Analysis company's current forecasting method. Holt Exponential P R GEE, AR A 7 undertaking if a business wants to .bg successful, but time and
) « The current forecasting method involves taking the SreatitiG ' e resources must be used to ensure it is done correctly.
| | | sales quantity from the selected month in the previous
year and using that number to forecast for the current Acknowledgement:
| Removal of ARIMA Time Simple & Holt month. | We would like to thank Mr. Mohit Dobhal from Decision Spot, LLC for
Key Variables negatives / Series Exponential Current Forecasting 1.26 122,726,939,147.49 sharing this dataset with us.
Zero's Smoothing Method
J J



Can sleep patterns predict a heart disease?

Sleeping Tigers: Morgan Lyons | Kathryn Storey | Benji Parker | Tanner Freise

Introduction

Sleep-Disorder breathing with heart
disease

Major developments: lung, cardiovascular,
heart disease

Test whether sleep-related breathing 1s
associated with an increased risk of
coronary heart disease, stroke, all cause
mortality, and hypertension.

Professor Kalgotra

Descriptive Analytics

Any Coronar v Heart Disease (CHD) Since Baseline?

LI
L

age sl <=3575
gini =0.465
samples =316
value =[116, 200]
class = stage |

Tny

gender <= 1.5
gini = 0.5
samples =601
value =[295, 306]
class = stage |

/

|

Stage 1 <=121.5
gini = 0.491
samples = 74

value = [42, 32]

class = Stage 0

Stage 4 <=45.0
gini =0.425
samples = 242
value =74, 168]
class = stage |

|

/

glse

age sl <=T71.5
gini = 0.467
samples = 285
value =[179, 106]
class = Stage 0

|

Stage 5<=145.5
gini=0.393
samples = 190
value =139, 51]
class = Stage 0

[\

\

Stage | <=41.5

samples = 93
value = [40, 53]
class = stage |

gini = 0.488

N

gini = 0375

samples = 32
value = [8, 24]
class = stage |

gini=0.5
samples = 63
value = [32, 31]
class = Stage 0

gini = 0.492 gini=0.28

samples =71 samples =119
value = [40, 31] value = [99, 20]
class = Stage 0 class = Stage 0

gini =0.418
samples =239
value =71, 168§]
class =stage |

gini = 0.466
samples = 65
value =[41, 24]
class = Stage 0

Method

* Along with our main model of Decision Tree, we also
decided to run a Logistics Regression Model and a
Random Forest model.

2,651 Patients
Sleep data per patient 1,364 30-second interval

6 sleep patterns
PP Sensitivity = .69

Specificity = .68
Accuracy =.69

[[72 34]
[29 66]]

Decision Tree Model:

Association Rule Minin
Sensitivity = .66

Confidence Lift : Specificity = .64
1 - Accuracy = .65

Items Consequent Support Logistic Regression:

Angina, CABG, M| CHD 0.054
CABG, Angina CHD 0.056 1
CABG, M CHD 0.08 1
PTCA,CHD M 0.11 0.994
Angina, PTCA Ml 0.084 0.992
Angina, PTCA, CHD M 0.076 0.991

Modeling Results

For our model, we ran a Decision Tree Classifier model, o
with Stages 0-5, age, race, and gender as the independent
variables, and Cardiovascular Disease as the dependent

variable.

The sleep stages for
each patient were then
aggregated using
SQLiteStudio.

Received raw excel
healthcare dataset.

Sensitivity = .67
Specificity = .69
Accuracy = .68

Random Forest Model: [ : ]

All awake stages prior to
the first sleep stage for
each patient were
removed from the
transposed dataset.

Conclusion

* Irregularities in sleep patterns can be used to predict
the development of cardiovascular diseases.

There are correlations between individuals with
multiple cardiovascular diseases and their sleep
pattern.

Visualizations were
creating using Tableau
based on number of
disease cases before and
after the baseline.

New aggregated dataset
was used to create a
decision tree using
KNIME.

Thank you Dr. Rupesh Agrawal for the sleep dataset.




Dill or No Dill?
Team: BUAL Mafia

Alex Hernandez, Emma Parkhurst, Hannah Meehan, Jarrett McMeans, Shuhua He
Auburn University BUAL 5860 Capstone Project — Dr. Pankush Kalgrota

= The training set contained the first 25 months of data for each entity and the testing set contained the last 12 months of data.

= \We are partnering with a consultant company, Decision Spot, to build
a sales forecasting model for a Pickle Jar Company.
Our goal was to create a model for the next 12 months to predict their

sales.

Our model will deepen the understanding of product demand and gain
more insight into the seasonality and quantity sold of each product.
A challenge we faced was that with more than 520 products, not all of

100

90

80

70

60

50

them behaved similarly. Therefore, we used our own iterative
approach to develop models for them.

Count of Mounts

40

» The data from our model is from July 2014 to July 2017, where the
company sold 528 different products to 836 customers.
* The chart below demonstrates how we organized our variables.
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Mumber of Items Sold

» This histogram shows the frequency of how many months a product

4 N e,
i Car was ordered.
aa i ‘ * The highest frequency represents products that were sold all 37 months,
N y Group Location 1 90 out of 528 products fall into this category. They represented 17.05%

—————————————————————————————————————————————————————————————————————

of the company’s products.

Customer Group Orders by %

. id Customer Group 1 Group Location n |
1 2 22 27 28 30 W35 W47 W48 M55 EH77 H93 M99 M I103 W113 W 149 W 179 M Other
Product 1
9 Customer Group n Group Location 1
Group Location n
Model at Model at Model at

Product Level

Customer Group
Level

_______________________________________

Location Level

= This visual displays the customer groups and their percent of the
total quantity of products ordered.

= 16 customer groups ordered 97% of the total quantity of products
sold over 37 months.

— Date
isualizati 250000 -
Visualization |I EHJEHI:i‘I:j'F"'I:I"E
| 1
200000 - e e
K-means Clustering Modeling in Clusters ' | _
| 1
150000 - VR
Data Cleaning | i i
Modeling in Product ! | II I'
Level L] 1] ' I
100000 - | | | |
SR | 1
Modeling in Customer | | '
Group Level SO000 - | |
|
|
Modeling in Location 0 :
Level " l | | l " J —
10140 10145 10150 10155 10160 10165 10170 10175

Found that two products (284 and 368) were only sold within the first
year, we removed them to run our models.

In total 155 original products were sold for less than a year indicating
that they were either discontinued or a relatively new product.

= This line chart allowed us to determine our parameters for the ARIMA
model and that pre-modeling differencing was not needed.

{ 373 Products ]

7 lferation 1 212
|' ARIMA ] Better than current Products
r | (.12) | 5
T, 302 (80.9%)
roduels | i lteration 2 3B products where
ESM i roechs MAPE has been
o (alpha = 0.5) J > iImproved.
125
ST i lteration 3 a3 T £
Products
:? )[ SH.!IM D‘ﬁ‘] } rodu
e
LSIIELE lteration 4 1
' ca FProducts
’[ (ALPHA=0.1) |
Product Level Model # of Products | % of Products | Average MAPE | Current MAPE
Iteration1 |ARIMA(1,1,2)| 212/373 56.8% 0.68 1.898
Ilteration 2 ESM (o =0.5) 36/373 9.6% 0.52 0.91
Ilteration 3 | ARIMA (1, 1, 0} 43/373 11.5% 0.42 0.7/8
Ilteration 4 ESM (o =0.1) 11/373 2.9% 0.42 0.80
Totals - | 302/373 20.90% |  0.51 1.12

Quantitiy Sold

Monthly Sales by Cluster
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Level ARIMA [ESM Current

Cust Group 0.72 0.56 0.54
Cust Loc 0.71 0.82 0.77
Clustering 0.19 0.25 0.44

= \We used Holt's method, an Exponential Smoothing Method, to predict
sales for products with trends since we found that the ARIMA ran
better without trend being considered.

= \We compared our predictions against the current model the company
Is operating with using MAPE and MSE.

= We cycled through 4 iterations for the Exponential Smoothing
Method Model.

= Qur model resulted in a better MAPE value in 302 of the 373
products or 80.9%.

We thank Mr. Mohit from Decision Spot LLC for sharing this dataset with

our team.



Team 13 Win”;;:hird Do Photos Determine What You Eat?

Predicting the Popularity of a Restaurant Based on Image Analysis

The Miner League: Frank Hudgins, Riley Spengeman, Mary Koch, Kyle Travelstead, Grace Crosson
Faculty Advisor: Dr. Pankush Kalgotra

Introduction Method Analysis Model Creation

* Y-variable: Popularity (High, Moderate, Low)
 Training Data: 70% of data (randomly selected)

* Overview: Online restaurant reservation service companies allow
customers to skip the line and make an online reservation at their Restaurant Attributes (RA}— Data From Image Data

Download

favorite places. OpenTable Image URLs * Model — Decision Trees, Fixed Depth of 17
 Model 1: Just Cuisines, Dining Styles & Price Ranges (Accuracy: 50.21%)
* Problem: The problem we are researching focuses on what aspects of Dot 7 Image Processing moje: 32; moge: ; : gblject?A(‘AccuraC}/:S;Gz.éSB;")A)
a restaurants profile affect how many reviews it gets. We are using the Preparation 5 Odel 5. _0 c olors {AccUracy: o-.257%
number of reviews as a determination of popularity. J | Transfer Leamning - Color | Convert * BestModel: Model 3
' VGG16 Detection images to Model Evaluation
 Purpose: This project is important because restaurant reservation Descriptive | : | (Object detection) Code e

1 1
Aﬂﬂl}'ElE i Casuallining == 0.5
* e qgini = 0.665
samples = 3289
value = [1202, 1052, 1035]

class = High

service companies are very popular and help people find restaurants
to dine at. We decided to analyze color and object detection to test its
correlation with popularity based on reviews. This can help restaurants

* This map above represents number of restaurants per state /

boost traffic on the OpenTable platform.
Color Detection Percentages i o i — 0541
o Green OR1e9d/ Pink Yellow e Epllwega,:zgg.laa?] I ?-lteus-i,:all?ggal
range 0.94% .19% 0.00% 0.14% clasz = High tlass = Moderate
_ o OpenTable-
Dataset Description P » Model 0.50%
10.54% valuii%;%sj_lflga 3621 SZE;?.EE{. 55,75 “"Eiﬁfgﬁ;ﬁé 55 "EIEEE?“E:HE
Brown
Name of Variable Description 33.82% / \ / \ / \ / \
: RA + Objects — — ~
Popularity Based on review count. RA = Obiects ) ™. Goiors White - WS SRl 0 EECENEE SN 0 B
ReV|eWS < 300: Less 1’487 19.30% clasz = High tlasz = High ¢lasz = High tlass = High class = Low class = Mudeml‘e class = Low clasz = Maderate
Reviews 300 — 1000: Moderate 1,498 :
Reviews > 1000: High 1,714 ' Predicted
Region Regions of the U.S. . . . e High et :Jllc{rc;egr::) T {L.: ?2%)
Midwest 117 Object and Color Detection — Image Processing | S ' '
* The pie chart above represents detected colors in image analysis ?‘éﬂ Moderate 29 (12.74%) 37 (7.99%)
Northeast 862 P Y Low 30 (6.90%) 34 (7.82%)
Northwest 140 Col-or Detectpn — RGB Values (12§X128) — Euclidean c?hstance from 10 basic colors Average % of Color Pixels Per Popularity
Southeast 232 Object Detection — Transfer Learning - VGG16 Pre-Trained Model Results
40.0% .
Southwest 1,140 35.0% -pm . . . :
Color Detection Pixel Count: . * During our model evaluation and analysis, we tested three different types
West 827 : Black Pixels: 388 00 1 of models: decision tree, random forest, and logistic regression.
Cuisine Genre of food White Pixels: 9708 25.0% * We selected decision tree model because of its simplicity and high
American 2,076 Red Pixels: 17 20.0% — performance.
European 1053 Blue Pixels: 0 10.0% Limitations
. ' Yellow Pixels: O c 0% _,_
Latin 374 Brown Pixels: 3721 o HH - * Year that the restaurants opened
Mediterranean 292 Orange Pixels: 1386  Brown Black White purple Orange Green Blue Red Yellow Pink * How long the restaurants have been on OpenTable
Dining Sty Rect Conyi . Green Pixels: 144 e B * Demographics of the people writing the reviews
ining Style estaurant environmen purple Pixels: 1020 EHigh EModerate Hless  Obscure objects being detected when doing analysis
Casual Dining 2,584 + The bar chart represents the breakdown of color percentage per each e "Cuisine" variable had 5 different variables but really should've been many
Casual Elegant 1,534 Object Detection: popularity level more
Elegant Dining c6 Object 2: Menu (12.74%) Cusine & Popularity Conclusion
Object 3: Plate (11.79% 00
Home Style 8 Jco, * Our results concluded that colors are by far the most important variable
Review count Number of reviews per restaurant | 1182 avg 40% when looking at images from the OpenTable website.
. . . , N  When we ran the model without color there was a 30% decrease
Price range Range of price per dish bake r'y Top 10 Image Objects: 3‘5”“ in accuracy ’
$30 and under 2 807 | hchryg” 2 Srandpano Restaurant: 31.24% S0 . ' . .
, Blate: 7. 54% 25% * While we found color to have the most impact on accuracy, it was
S31 to S50 1,537 lma‘é:h)zﬁ?ééﬁ?f'; | #465 E - "a ace Pa?cice). 4'13; 0% interesting to note that casual and fine dining were both variables that
umbermi o e . G, o .
S50 and over 355 I | b[e Dining Table: 2.71% 15% impacted our results.
: ~ 1 n 10% * Reservation booking platforms can utilize our model by understanding what
Level of colors that appear in B Y Q7 R f Grocery Store: 2.34%
: : D _w o, 9 k= T 5% colors and objects are found in images and the impact that they have on
IMage,; butcher shop oooooooo meat_[oaf cgeaueﬂ Bakery. 1.95%
Color Extracted Variables confectionery. passenger_car T o 0% the number of reviews each restaurant received.
- — Meat Loaf: 1.44% American Asian European Latin Mediterranean
Objects in images; nastery ) [ > 2, Pizza: 1.33% |
Object Extracted Variables p Hot Pot: 0.96% EHigh BModerate @ Less Acknowledgements
songersarra Confectionery: 0.80% * The bar chart above represents the popularity between different restaurant

* We thank Sijun Liu for providing us with this dataset.
cuisines




got sleep?

Detecting Risk of Myocardial Infarction Through Sleep Patterns

Tree Climbers: Erin McGarry, Anna-Katherine Killian, Alayna Priebe, Ziqi Huang, and Eddie Loew
Faculty advisor — Dr. Pankush Kalgotra

[ | 2,651 patients o ®
Yo ik 1,402 columns (1,364 REM sleep
ecision Irees
health variables)
Data Processing Part 1 Data Processing Part 2

» Remerging initial data from client with the True u.“. Positive True u.“. HI‘.I'H"

transposed data, easier processing for data
analysis
= Data type conversions and processing any 2,651 patients

missing NA values 30 variables variables (24 REM Predicted as: Positive .EE 2 3

- Selecting specific health variables for . Ass_ignling 4 quafrters dependent on each Quarter s_leep stages, race
» organized by the National Heart Lung & Blood Institute Calaecouna o cach REW Sage i | by oyt s
in the case of our project scope, myocardial . ' :
g y g . i(nfammns M) andpar{y base,f;e deymographic: Cycle Creation | _ ;aei:'lasfs tl':]i :ftétrlir:fsbflgrs r;?tlsg:m i presenting) Predicted as: Negative 36 56
infurmatiqn_ (age, race, gender, etc.) - Splitting the sleep time srn Tl:ulrJ saih hatet
» Deleting/filling any missing values intervals into cycles to  Creste dummy variables for face
assess the time demographics
intervals and sleep * Binary statement for if a patient has

» Monitored during sleep cycle to detect 5 sleep stages l R f . il
l

Neural Network Classification Decision Tree )

understanding the numeric identifiers for

» Data collected from the The Sleep Heart Help Study (SHHS) T

« Initial inspection into data provided by client, J,

Modeling Modeling

_ Tableau Transpose REM sleep stages for *tsa ol Fylion fo craate * Use of Python to create a
Visualizations each patient neural network to classification decision tree

According to the CDC, 1 in 4 deaths in America are o

anaylsis

investigate specific nodes modeling technigue for

» Refined dataset that records only i Cornesticne bstysan understanding the:stage ot

instances where patient has entered

into sleep variables as they relate to REM sleep a patient can

the target variable of ; :
» Applied to each of the 2,651 patients g present in, found with an

. -
from heart disease
o * Documents Patient ID, REM Sleep . J .

Stage, Time at Stage (30 sec

increment), the Max Time they AccuraCY= 6 7 . O 4 %

presented asleep, and broken into
cycles

4- Sensitivity= 62.63%
Specificity= 71.05%

Methodology

« Computed new sleep variables (aggregated)

Problem

Can sleep patterns identify issues related to heart?

Our objective is to create a machine learning model to Stage 0- 52 min Stage 0- 10 min Stage 0- 0 min Stage 0- 3 min
o . . Stage 1- 48 min Stage 1- 20 min Stage 1- 15 min Stage 1- 0 min
diagnose Myocardial Infarction. Stage 2- 0 min Stage 2- 53 min Stage 2- 25 min Stage 2- 0 min

Stage 3- 20 min Stage 3- 34 min Stage 3- 73 min Stage 3- 42 min

Stage 4- 0 min Stage 4- 3 min Stage 4- 0 min Stage 4- 54 min

With this analysis, and next steps, we hope that awareness can | StageS-Omin | StageS-Omin | StageS-7min | StegeS-2min |

be spread and preventative measures of MI can be taken early on ('J | | | |
2 4 6 8 hrs

“Approximately, every 40 seconds, someone in the US will have a Ex. Patient Sleeping 8 hours- broken down into 4 quarters and how
myocardial infarction.” —American Heart Association long they were in each stage during each quarter

Descriptive Analysis
Sleep Data Myocardial Patient with MI (1 or | Variable Type

Infarctions in Patients | more) Age
(MI)

! ! ! ! ! ! ! ! !
Patient One Sleep Data 300/2649=11.33% Binary (1 if MI 0000 0025 0050 007 0100 0125 0150 0175 0200
occurred, 0 if no

MI)

Adults= 1486 Adults=93 Inte . . . . . . . .
Seniors(65+)-1167 | Seniors= 207 i Above are the most important statistics in identifying risk of MI.

Ave Age= 68.43 . . .
=2 The x-axis shows the level of importance, showing age to be the top
Female= 1425 Female= 111

Male= 1226 Male= 189 Variable

White= 2311 White= 258
Black= 181 Black= 29

Oer 1 | Limitations and Conclusions

« Other variables such as blood report, clinical characteristics can
improve the performance

* Can help lead to early detection of risk W
e Advise the normal user to see the doctor got sleep?

Protect your heart
heaith, now!

DOWNLOAD (M APP

Our model can be used as a

0 18 14
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irregularities or risk

https://professional.heart.org/en/science-news/heart-disease-and-stroke-statistics-2022-
update

https://www.cdc.gov/heartdisease/facts.htm

Acknowledgement — We thank Dr. Rupesh Agrawal for providing us access to this dataset.

11.3% of patients had MI (one or more times)

Average age of patients with MI= 68.43
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